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W ostatnim roku pojawito sie wiele narzedzi opartych o modele uczenia
maszynowego zwane sieciami neuronowymi, ktérych zadaniem jest tworzenie zdjec
i filmdéw obiektéw, ktdre nie istniejg w Swiecie rzeczywistym. Te narzedzia
wykorzystywane sg czesto do generowania filméw ze znanymi osobami (potocznie
zwanych deepfake: https://en.wikipedia.org/wiki/Deepfake), w ktérych osoby te
mowig cos, czego w rzeczywistosci nie powiedziaty. Kilka przyktadow takich filméw
mozemy znalez¢ tutaj:

1. https://www.youtube.com/watch?v=AmMUC4m6w1lwo
2. https://www.youtube.com/watch?v=AH7Beg5urxY
3. https://www.youtube.com/watch?v=ehD3C60i6lw

Jednak mozliwosci zastosowania tych narzedzi sg duzo szersze, gdyz potencjalnie
pozwalajg na generowanie dowolnego obrazu czy dzwieku (na przyktad
generowania gtosu znanej osoby na podstawie tekstu pisanego). W potgczeniu z
narzedziami do generowania tekstu (Jak na przyktad model GPT-3:
https://en.wikipedia.org/wiki/GPT-3) mogg one stuzy¢ do generowania fake newsdw
na niespotykang dotad skale i o niespotykanej dotad jakosci.

Jak zatem mozemy sie broni¢ przed takimi narzedziami?

Jednym z podejs¢ jest stosowanie innych sieci neuronowych do wykrywania tych
fatszywych tresci (na przyktad w tym konkursie -
https://www.kaggle.com/c/deepfake-detection-challenge). Na ten moment blizsza
analiza obrazu jest w stanie ujawni¢ pewne cechy, ktére odrdzniajg te obrazy od
obrazéw prawdziwych, wiec teoretycznie mozemy nauczy¢ model, ktéry zastepuje w
tym cztowieka. Z tym podejsciem jest jednak pewien problem, ktéry postaram sie
pokrétce objasni¢. Najpierw jednak musimy zrozumie¢, jak uczone sg takie
algorytmy. Skupimy sie tutaj na algorytmach do generowania obrazu, gdyz obrazujg
one dobrze, gdzie moze leze¢ problem.

Obecnie najlepszymi i najszerzej stosowanymi modelami generujgcych obrazy sg
architektury sieci nuronowych typu GAN
(https://en.wikipedia.org/wiki/Generative_adversarial_network). Sg one uczone w
bardzo ciekawy sposéb. Otéz stawiamy obok siebie 2 sieci neuronowe: Pierwsza z
nich (tzw. Generator) ma za zadanie generowac obrazy fatszywe (np, twarze), a
druga (tzw, Dyskryminator) dostaje w losowej kolejnosci obrazy prawdziwe i
fatszywe i musi nauczy¢ je odrézniac¢ od siebie. W tym samym czasie zadaniem
Generatora jest nauczy¢ sie jak oszukiwac¢ Dyskryminator tak, by ten rozpoznawat
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fatszywe obrazy jako prawdziwe.

Na poczatku uczenia modelu Dyskryminator ma tatwe zadanie, jednak po jakims$
czasie Generator staje sie tak dobry, ze Dyskryminator nie jest w stanie odréznic
obrazu prawdziwego od fatszywego. Nie oznacza to od razu, ze wygenerowane
obrazy sg w stanie oszukac cztowieka. Zalezy to w duzej mierze od jakosci
Dyskryminatora: Im lepszy Dyskryminator, tym wieksza szansa, ze Generator
nauczy sie tworzy¢ obrazy zblizone do prawdziwych. Jesli zatozymy, ze do
stworzenia Generatora uzyjemy bardzo dobrej sieci, to jedynym ograniczeniem staje
sie jakos¢ Dyskryminatora. | tutaj dochodzimy do sedna problemu: kazde
narzedzie oparte o sieci neuronowe, ktore zostanie stworzone do
wykrywania deepfake moze jednoczesnie postuzy¢ do treningu GAN-6w i
sprawic, ze beda one w stanie oszukac te algorytmy po jakims czasie.

Wydaje sie wiec, ze zwalczanie ognia ogniem w tym przypadku moze nie dac
dobrych rezultatéw i zawczasu powinno sie tez pomyslec¢ o innych metodach (np.
kryptograficznych) do weryfikacji czy dane wideo jest prawdziwe, gdyz w pewnym
momencie narzedzia te dojdg do poziomu, gdzie nikt nie bedzie w stanie odréznic
prawdy od fatszu, uzywajac tylko algorytmdw do rozpoznawania obrazu.
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